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● 1995 University of Kalmar
● 1997 The Buyer's Guide
● 2000 Ph D student, Kalmar + Linköping
● 2005 Assistant Professor, Kalmar
● 2007 Venture capital, research project
● 2007 TestFreaks, Pricerunner

○ 15,000+ sites worldwide
● 2011 Campanja, AI-team

○ Optimized Netflix worldwide
● 2013 Spotify, Graph data lead
● 2014 Spotify, Analytics ML manager

Quickly about me
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● 75+ million monthly active users
○ Launched in 58 different countries
○ 20+ million paying subscribers

● 30+ million licensed songs 
○ 20,000 new songs every day
○ 1,5+ billion playlists created

● 14 TB of user/service-related log data per day
○ Expands to 170 TB per day

● 1200+ node Hadoop cluster
○ 50 PB of storage capacity, 48 TB of memory capacity

Quickly about Spotify
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● Reporting to labels and right holders
● Product Features

○ Browse, search, radio, related artists, …
○ A/B Testing

● Catalog quality
○ Artist disambiguation, track deduplication

● Business Analytics
○ KPI, DAU, MAU, SUBS, conversion, retention, …
○ NPS analysis, understand the users
○ User funnel, awareness, activation, conversion, retention

● Marketing, growth, consumer insights
● Operational Analysis

What is all the data used for?
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A/B Testing
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Spotify data architecture
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The discovery data pipeline
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Collaborative filtering

● Approximate 60M users x 4M songs with 40 latent 
factors, ALS

● In short, minimize the cost function:
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● Analytics 1.0 - Traditional statistical analysis
○ Statistical significance with ~1000 users
○ Centralized relational databases

● Analytics 2.0 - Big Data
○ Moving algorithms to data
○ Make it possible to handle big data
○ Volume, Variety, and Velocity

● Analytics 3.0 - Machine Learning & Real-time
○ Simplify distributed data processing
○ Decrease latency between incoming data and decision
○ Intelligent distributed machine learning algorithms

Next-generation Data Analytics
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Next-generation Data Analytics (2)

● Hadoop 2+, YARN application
○ Killing classical Map/Reduce
○ Iterative algorithms in Spark, Tez, and Flink

● Streaming data (not just music)
○ Kafka, Storm, och Spark Streaming
○ Lambda architecture

● Improved storage formats
○ Columnar data storage
○ Parquet, ORC

● Simplified machine learning toolkits
○ Scikit-learn, Spark MLlib, IPython notebooks, R
○ Ubiquitous machine learning, ML for everyone

● Better tools for datawarehousing and dashboarding
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Quickly about classical map/reduce
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Quickly about classical map/reduce (2)
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Quickly about Spark
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Quickly about Spark (2)
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● Array of data distributed of workers
● Same API as normal arrays

○ Transforming: map, filter, reduceByKey, groupByKey, ...
○ Joining: joinByKey, leftOuterJoin, cogroup, zip, ..
○ Actions: count, saveAsAvro, saveAsText, ...

● Failure recovery, reruns failed tasks

Spark Example with the RDD API
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● Higher level of abstraction than RDD
● Make use of schema-free data sources

○ Dynamic schema-awareness
● Additional optimizations performed automatically
● Same performance in Python as in Scala
● Similar API as Pandas and R

Spark Example with the DataFrame API
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Quickly about Spark (5)
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● Improve user targeting for house ads
○ Identify users that are likely to convert

given that they’ve seen house ads
○ Target less people with house ads, and retain as many 

conversions as possible

● Hypothesis
○ By making use of information about users behaviour, 

demographics, and ad data, it will be possible to estimate 
likelihood of conversion with a logistic regression model.

○ Alternative algorithms
■ Navie Bayes, Decision Trees, Boosted Trees
■ Random Forest, SVM, …

Problem Definition + Hypothesis

P(C|A)
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Evaluation of the model
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● Steps to build the model
○ Extract data for training
○ Transform data into features
○ Train the model using the features
○ Evaluate the performance of the model
○ Tune the parameters
○ Extract data for prediction
○ Transform prediction data into features
○ Predict probability of conversion for all the users

● Main tools used
○ IPython notebook
○ Scikit learn library
○ Spark + MLlib

Need for (distributed) speed
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Running data extraction in Spark
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More often like this
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Quickly about Logistic Regression
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● L2 regularized optimization problem in liblinear

● Newton Raphson solver

Logistic Regression in Scikit-learn
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● Stochastic gradient descent
○ Params: step size, use intercept, regularization, batch size

Logistic Regression in Spark
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SGD implementation in Spark
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Calculation of the gradient
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Updating of the weights
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SGD Convergence
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Learning rate (step size) tuning
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Regularizaton tuning
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Thoughts about Spark

● Advantages with Spark
○ General purpose engine (batch, streaming, sql, graph)
○ Faster Yarn engine, DAG optimization and less IO
○ High level machine learning library
○ RDD, failure recovery, data locality
○ Generic caching and accumulators
○ Nice development environment, local debugging, ...
○ Huge community and activity

● Disadvantages and things to consider
○ Still rather immature, unexpected error messages
○ Beware number of executors
○ Avoid references to outer classes
○ Be careful about partition tunining
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Thanks!



 

Anders Arpteg, 2015 Stockholm, Spotify

Deep learning for identifying similar songs


