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Abstract—The popularity and huge amount of information
published in Online Social Networks (OSN) established them as
one of the main data sources for a variety of research community
fields. However, the design of a large-scale dataset collection
campaign is a major problem for organizations and researchers
who aim in addressing their research questions by analyzing this
type of data. OSN platforms provide Application Programming
Interfaces (API) to third party developers, which enable them to
retrieve and use this data for applications deployment. However,
due to OSN imposed limitations, the process of retrieving large
scale data with the use of these APIs is challenging and time
consuming, resulting in datasets which are either incomplete or
outdated. It is relatively impossible for an individual scientist or
research group to follow an efficient dataset collection procedure
and build a large sample in a short amount of time. In this paper
we present a framework for efficient crowd crawling of OSN. Our
framework is based on the use of multiple OSN accounts, which
are engaged in an efficient distributed collection process able to
circumvent the imposed limitations without violating the terms
of use. We present an evaluation of the proposed solution and
demonstrate its performance in terms of dataset completeness
and timeliness, for the case study of Twitter, one of the most
popular platforms used in research.

I. INTRODUCTION

The proliferation of Online Social Networks (OSNs) users
over the last decade has enabled many scientific fields, such as
social science and transportation [1, 13, 14], to drive into con-
clusions and validate their theories, through OSN data retrieval
and analysis. For example, a variety of human behavior studies
have been performed by social scientist due to existence of
OSN data [24]. OSNs still experience a rapid increase in their
daily user activity and population. Due to their user friendly
approach, these platforms attract users who belong in different
categories in terms of gender, age, education, job, geographic
location etc. Users of such platforms are thus able to construct
their social graphs, share content and interact with other users,
as they would in their real lives, but in much larger scale and
interaction range.

The large size of user directories and the frequency of
interactions between them have established OSNs as one of
the main actors in the era of “Big Data”. The enormous
number of messages that are published in a short amount of
time, (Twitter users, for example, publish more than 500M
tweets per day), along with the unstructured nature of these
messages describe the 3Vs, of ‘Volume*, “Velocity* and ‘Va-
riety‘ [25]. These characteristics introduce new challenges for
anyone trying to acquire a complete and timely data set from

OSNs. Considering also the data collection limitations imposed
by OSN platforms themselves, the procedure becomes more
challenging.

The design and implementation of a large scale data
collection campaign over these powerful data resources is
not a trivial task for an individual researcher or a single
research group. The most popular platforms, such as Twitter,
Facebook, LinkedIn, Renren, Foursquare, provide methods
for retrieving data through specific Application Programming
Interfaces (APIs). This functionality is useful for develop-
ers who aim in implementing an application on top of an
OSN platform. Through such interfaces, researchers focus on
collecting datasets in order to answer their research ques-
tions [5, 19, 20, 23]. However, due to the strict policies on
API requests [18, 21], an efficient large scale dataset collection
campaign, which results in a complete and timely sample, is
a very challenging process.

Over the years many OSN platforms, like Twitter, have
updated their API data request limitations. This action intro-
duced new challenges in the field, as it has as direct result the
deactivation of well-known and widely used data collection
approaches [9, 15, 16]. Such methodologies were used to
enable large scale crawling of the social graph by improving
the collection throughput rate.

In this paper we design and introduce an OSN data
collection framework that addresses the current challenges and
provides the end-user with large scale crowd crawling capabili-
ties. Furthermore, our proposed framework provides the ability
of performing large scale dataset collection campaigns in the
most efficient way, compared to state-of-the-art. We implement
a crowd crawling prototype, using Twitter, and demonstrate its
performance, with respect to OSN’s request limiting policies.

The main contributions of this paper can be summarized
as follows:

e We design and present a crowd crawling data col-
lection framework, which enables an individual or a
group of researchers to efficiently perform large scale
data collection campaigns with the participation of
OSN users. The proposed solution is able to effi-
ciently: a) Collect historical data in an asynchronous
manner, b) Retrieve the OSN stream in real-time.

e We implement a proof-of-concept prototype, which
demonstrates the system under a case study on Twitter.
We present an extended evaluation on different types



of devices along with a comparison over the state-
of-the-art OSN data collection methods. We evaluate
the proposed framework in both the large scale asyn-
chronous data collection procedure and the collection
of the real-time Twitter activity. Experimental results
show that the proposed solution provides improve-
ments in both data collection functionalities by more
than 100x and 3x respectively.

The rest of the paper is organized as follows: Section II
presents related work and challenges in the field of data
collection from OSN; Section III presents the architectural
design of the proposed framework; Section IV showcases and
evaluates the system with an experimental study on Twitter
and discusses the improvements over state of the art. Finally,
Section V concludes the paper.

II. RELATED WORK

The content that is generated through the interaction of
users in Online Social Networking platforms is of high interest
for the research community. However, the collection of a
large-scale dataset is not a trivial task for researchers due to
several challenges that are introduced mostly by the resources’
limitations [3, 25].

Cho et al. [6] study the design of an effective web crawler.
They present several problems in crawling procedure created
by the rapid increment on the size of the Web. They propose
multiple architectures for parallel distributed crawling frame-
work and identify the challenges in the field of crawling the
Web, similarly with [7]. Several challenges are also identified
in the design and implementation of an effective large scale
dataset collection framework, as the increasing quantity of
information that is published in OSN platforms introduce
relevant problems. The majority of these platforms maintain
monitoring services to control the data throughput, introducing
several additional challenges to the parallel data collection
campaigns.

A major problem in a data collection campaign is the one
of requests rate limiting policies of OSN providers. In the
recent years major OSN platforms have used IP-based policies,
which restrict a single machine to perform a certain number of
requests [21]. The solution on addressing this challenge was
straight-forward: a distributed data collection procedure was
able to effectively overcome this limitation. Ding et al. [8]
present the different categories of challenges for building a
crowd crawling system, highlighting the resource diversity of
the different parts, the different rate limiting policies from
OSN providers, and the data fidelity. They propose a frame-
work of crowd crawling, where a team of multiple research
groups share resources in order to efficiently collaborate in a
data crawling procedure. Their prototype is implemented over
Planetlab, from which they take advantage of the availability
of multiple nodes with different IP addresses.

Coalmine [27] is a social network data-mining system,
which implements its own mechanism for collecting the data
from Twitter and is able to retrieve data using the official
APL. Its overall architecture is based on distributed principles,
where multiple IP addresses are used. Gjoka et al. [14] propose
another similar framework for large scale dataset collection
from Facebook. They design and implement a distributed tool

which is able to overcome IP-based limitations and collect a
large sample.

However, OSN platforms, such as Twitter, have changed
the IP-based policy to Application-based. The latter restricts
a single application from performing a large number of re-
quests. Thus, this update makes a large scale dataset collection
procedure more complicated, as the distributed design in the
proposed fashion is not functional. In this paper we propose
a framework which is able to overcome the newly introduced
challenges in the field and perform a large scale data col-
lection campaign in the most efficient way. Furthermore, a
basic low-resource demanding configuration of the proposed
solution enables the collection of more than 2M complete
user information in one day, while state-of-the-art requires
a much more resource demanding configuration to achieve
similar performance.

III. PROPOSED FRAMEWORK DESIGN

In this section we present the design of the proposed
framework, by introducing the basic components and their core
functionalities. Furthermore, we describe the communication
between the different components of the system, and how each
one of them contributes to the goal of increasing the efficiency
in a large scale dataset collection campaign.

OSN platforms, such as Twitter, Facebook and LinkedIn,
represent information in similar abstractions. Each user has a
unique identifier, usually of type long. Similar identifiers are
assigned in messages posted by the user, like Tweets and Posts
in Twitter and Facebook respectively. The connections between
the users are retrievable as edge lists, which denote either
a reciprocal (friend) or direct (follower) connection between
two users. The retrieval of this information can be achieved
either using OSN provided API or through Web Scraping.
However, the terms-of-services of popular OSN prohibit the
data collection through automatic Web Scraping ' 2.

A data collection campaign can be either i) Resource
Specific collection or ii) a Real-Time stream collection. The
first case provides retrieval services for a specific resource
(e.g a user’s profile, a tweet or post), while the latter enables
the sample collection of real-time information that is being
published in the OSN. Our proposed framework provides two
different services in order to enable both cases of a data
collection campaign, which are 1. Resource Specific Data
Collection, and 2. Real-Time Stream Collection.

A. Crowd Crawling: Building the Tokens Repository

As mentioned in section II, a newly introduced challenge in
data collection procedures is the update of IP-based limitations
to Application-based ones. For a complete presentation of our
crowd crawling approach we first describe the traditional data
collection procedure, established through the available OSN
API. An individual who aims in using the services of an OSN
API is required to create an application in the specific platform.
In our case, the requests are related with data collection,

]https://twitter.com/tos, Twitter Terms of Service (Last Accessed: October
2016)

Zhttps://www.facebook.com/apps/site_scraping_tos_terms.php,
Terms of Service (Last Accessed: October 2016)
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Fig. 1. General System architecture

either of a specific resource or the public OSN stream. By
creating the application, the user agrees with the terms of
service, and the OSN is able to monitor the requests executed
through it. OSNs API policies restrict a single application
of performing a large number of requests. In order to make
authorized calls to an OSN API, each application must obtain
a group of access tokens on behalf of a user, usually through
the OAuth 2.0 specification [17]. These tokens are unique
for each application and each user. For example, in the case
of Twitter API, the platform provides four tokens; two are
related with the application while the rest are related with
the user who agrees to authorize the application to execute
requests on user’s behalf. Furthermore, the user has the ability
to revoke the generated tokens at any time. This will result to
the deactivation of the generated tokens; an action that will
restrict from the application to execute API requests on user’s
behalf.

In IP-based limitations, the OSN API monitors the public
IP address of the machine and applies the limitations per IP.
Thus, a distributed data collection campaign in different ma-
chines, but with the same group of tokens, radically improves
the procedure [4, 26]. However, after the latest updates, this
is not possible as the majority of OSN API monitors the
registered applications. As a result, even when an application
(that utilizes the same set of tokens) is distributed in several
machines with different public IP addresses, the limitations that
apply are the same as if it was running on a single instance.
Having this in mind, we proceed in a crowd-crawling approach,
asking from OSN users to contribute to the data collection
procedure by authorizing applications to access the APIL

The procedure that we follow is the one suggested by the
OSN platform. We first register an application in the OSN
API. Then, we develop a service which asks from the users of
our ego-networks (followers and followees) to authorize it to
execute public data retrieval requests. Having the approval of
the user, our service collects the generated tokens and stores
them in a Tokens Repository. This repository contains a number
of tokens that have been generated by OSN users. This crowd
crawling procedure increases the number of tokens/resources
that can be used during the retrieval process in the proposed
system and takes place before the beginning of the data
collection campaign.

Having multiple tokens enables us to activate a different

set of them in order to avoid reaching the resources request
limit; when we hit this limit the group of tokens becomes
invalid for a certain amount of time ¢. We then move to the
next group of tokens and execute the number of requests until
we hit their limit. We follow this procedure repeatedly, until
the condition ¢ — current_time = 0 is satisfied, as the group
of tokens will become active again. Thus, with an n number
of tokens we enable the continuous operation of the data
collection campaign. This procedure is executed in each Local
Collector instance, which is described in this section.

B. Resource Specific Data Collection

The proposed service provides functionalities related to
asynchronous resource specific data collection. With this term
we denote the procedure where we collect resource specific
historical data enabling the retrieval and storage of all the
available data of a user, given user’s unique ID (UID). The
proposed framework is able to crawl OSN platforms with the
use of parallel API instances.

As depicted in Figure 1, the proposed system uses a
Map-Reduce-like approach to overcome this limitation by
partitioning tokens into a large number of small instances,
greater than the available nodes, with some being replicated
for performance objectives. Specifically, the system consists of
three main components: (i) Master Component, (ii) Local Col-
lector Component, (iii) Data Storage Component. The Local
Collector Components are different instances running on dif-
ferent physical machines. Due to the latest API policies, which
remove the IP-based requests limitations, multiple instances
could be run on a single machine. However, the policies update
to Application-based limitations increases the complexity in
data collection process parallelization. The Master component
is responsible to monitor and maintain the different Local
Collectors, taking into consideration the resources demand
and availability. The Master component assigns tasks to Local
Collectors based on the provided UID list and the available
tokens. Through the tokens and UID balancing, Master com-
ponent manages to maintain the collector resources based
on the demand. For example, if a Local Collector does not
need the assigned resources, it returns them to the Master
component which in turn assigns the resources to a more
demanding Local Collector instance. Each Local Collector
instance communicates with the Data Storage Component in
order to store the retrieved data. The main task of the Data
Storage component is to monitor the storage procedure and is
able to perform modifications in the storage functionalities in
order to ensure a maximum throughput rate. For every action
it provides feedback to Master component and proceeds to
modifications if needed (e.g. temporary store data in the file
system, if the database engine is down).

UIDs retrieval: The Master component requires a list of
UIDs to initiate the data collection procedure. Such a list can
be retrieved from the proposed Real-Time Stream Collection
service and/or through OSNs public directories. These directo-
ries are indexes to the public profiles of users, maintained by
popular OSN platforms, such as Twitter® and Facebook*. The
UIDs are used by the Crawling Coordinator, which initializes

3https://twitter.com/i/directory/
“https://www.facebook.com/directory
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and distributes the crawling workload to the different Local
Collectors.

Master Component: The Master Component is responsible
for the workload distribution and monitoring of the data
collection process. It has global knowledge about the system’s
state and maintains the resources based on the corresponding
needs, by obtaining up-to-date crawling information from the
different Local Collector instances. This component gets as
input the list with UIDs that should be collected and calculates
the load needed for each local instance. It then distributes the
tasks and the resources based on the calculations. When a
Local Collector requires more resources it sends a request to
the Master component, which will then check the availability
and update Local Collectors resources pool. On the other
hand, when a Local Collector has reserved resources and
does not need them, it notifies the Master component which
in turn retrieves them back and makes them available for
other resources. With this procedure, the system is maintained
in a state where only the required resources are used, and
each Local Collector has the highest available amount of the
resources that it requires. In general, Master component has as
goal to ensure that each Local Collector runs in full throttle
24/7, addressing API requests limitations.

Data Storage Component: The Data Storage Component is
responsible for aggregating the anonymized results that have
been collected from the different Local Collectors and store
them with the most efficient way. This component is able to
retrieve the data from multiple instances and store them in a
central database. It maintains the storage queues and performs
the necessary actions in order to ensure that it does not act as
a bottle-neck. It is able to run real-time analytics and inform
the Master component about the current metrics and actions
taken. Such actions include the creation of different storage
schema when the analytics suggest so, use of compression
when running-out of space, store data in files when database
engines fail etc. The component ensures that the retrieved data
will be eventually stored in the file system in the most efficient
way, at any given time. For the most efficient configuration,
Data Storage and Master components should be deployed at
the same machine.

Local Collector
In Figure 2 we present the architecture of the Local Collector
component which is one of the main actors of the system.

It is responsible for obtaining a task from Master component
and perform the necessary actions in order to complete this
task. Additionally, it provides real-time information about the
progress to the Master component. Multiple Local Collector
instances are distributed and deployed in different machines,
increasing the efficiency and the throughput of the data collec-
tion system. Here we describe the internal components of the
Local Collector and their tasks in the overall data collection
campaign.

Local Crawler: In each Local Collector there is a Local
Crawler, which is responsible to execute the requests to the
OSN platform through the available API. This component
uses the local tokens index which has been updated by the
Crawling Coordinator of the Master component. Furthermore,
it is responsible to maintain the crawling procedure in order to
overcome the requests limitations, by requesting or dismissing
API tokens. When the Local Crawler hits a request limit, it will
automatically inform the Master component. If the Crawler
Coordinator has available tokens, it will update the local index
with the new tokens. On the other hand, if the Local Crawler
is able to complete the assigned tasks with less tokens, it will
inform the Master component and the Crawler Coordinator
will dismiss the tokens and update the tokens index.

Pre-processing and Data Enrichment: The retrieved infor-
mation is first passed through a pre-processing step, where
is being cleaned and converted to the require encoding (e.g.
convert the non-supported characters to unicode). Furthermore,
during the pre-processing step, the retrieved data are being
anonymized, according to privacy protection policies® and
OSN APIs terms-of-service. During the anonymization proce-
dure we replace the user and posts’ ids with random numbers.
A part of the data is then parsed by the Data Enrichment
step, where the collected information is being enriched from
external sources (e.g. a Tweet is being parsed to NLTK for
sentiment analysis [2], or the post-code of a geo-tagged tweet
or post is being identified).

Data Modeling: After, these two steps the resulted data is
forwarded to the Data Modeling component, where the final
formating applies. Each Local Collector divides the general
task in multiple subtasks, that can be executed in parallel on
the same instance. For example, when a Local Collector gets
the task of collecting 100,000 Twitter users, it is able to execute
the crawling procedure in parallel, by running 5 threads which
each one collects 20,000 users. Following this procedure the
Local Collector is able to take advantage of the local workload
division in smaller subtasks and better monitor the crawling
procedure. The Local Collector communicates with the Data
Storage Component thought a socket. Through this socket, it
sends the data that are handled by the Data Storage component
and stored at the final step in a database schema. In order
to reduce the communication cost, Local Collector is able to
temporary store the retrieved data locally and proceed to bulk
insertions.

Failure Resistance: Each Local Collector instance maintains
a local data storage component, which is activated in cases of
failures in the communication with the Data Storage compo-
nent. Retrieved data are stored in this local component, until

Shttp://ec.europa.eu/justice/newsroom/data- protection/news/20150128 _en.
htm



the communication is restored and transfered to Data Storage.

C. Real-Time Stream Collection

A main limitation in OSN platforms API is the one of filter-
ing their public stream. Twitter, for example, makes accessible
only 1% of the total Twitter stream though the corresponding
API ©. Thus, when a researcher aims at collecting Tweets that
are being published from a specific geographical area, e.g. the
city of London, she will only be able to retrieve the set that
does not exit the threshold of 1% of the total Twitter Stream.
Furthermore, Morstatter et al. conclude that the results of using
the Twitter Streaming API depend strongly on the coverage
and the type of analysis of the study, and highlight the need
of methods and frameworks that compensate the biases in these
types of API [22].

The proposed framework supports Real-time Stream Col-
lection, a service that is able to overcome these limitations and
collect OSN platforms’ stream in the most efficient way. This
service provides the functionality to retrieve the public stream
with 2 different options: (i). Given as input a geographic
boundary box, (if). Given as input a set of terms. For (i) it
constantly listens to the stream of the area that lies in a specific
boundary box, while for (ii) it queries the API for posts which
contain the specific terms.

Master Component: Similarly to Resource Specific Data
Collection service, the Master component is responsible for
monitoring the overall procedure. It takes as input the target
file and the Crawling Coordinator distributes the load in the
different listeners. For example, in the case of monitoring the
stream of a specific location, it takes as input the geographical
coordinates of the under investigation area and divides it in
a grid. It then distributes the different boundary boxes in a
team of Local Collectors, giving them the subtask to collect the
stream of a much smaller geographical area. Data Management
component is responsible to receive the feedback from the Data
Storage and proceed to the necessary actions.

Local Collector: The Local Collector receives a task from the
Master component and is responsible to constantly listen OSN
stream based on the rules received, using the OSN API. Such
rules are a boundary box or a specific set of terms. A Local
Collector is also responsible to monitor its resources and ask
from the Master component to redistribute the API tokens, and
thus the workload, if required. For example, a Local Collector
receives a task to listen to the Twitter stream of a part of the
city of London. During rush hours, this area gets crowded,
thus the stream exits the limits of the Twitter stream API. At
the same time another Local Collector is responsible to receive
the stream of a part of Nicosia, Cyprus, which is much less
crowded than API thresholds. Both Local Collectors report
their monitoring results and request from Master component
to redistribute the load. Master’s Crawling Coordinator then
assigns the resources of the less crowded collector to the
crowded one, by creating a sub-grid, while it assigns a nearby
Local Collector to the part of the city of Nicosia.

IV. EVALUATION

For the evaluation of the proposed framework we de-
veloped a proof-of-concept prototype, following the design

Shttps://dev.twitter.com/streaming/overview

requirements presented in section III. We evaluate the proposed
framework for both provided functionalities, Resource Specific
Data Collection and Real-Time Stream Collection over several
case studies on the Twitter platform. The choice of Twitter for
the evaluation was motivated from the fact that the openness of
this platform has attracted a large number of research groups
to perform analytics and drive into conclusions using data
retrieved from its data servers [25]. In this section we present
the experimental setting and the results of the experiments. We
then discuss our findings and compare with related work.

A. Properties of Interest

The proposed framework visits a Twitter user’s account and
collects the following information:

User profile: Each Twitter user is uniquely identified by his
UID. In the public profile one can find information about the
user’s current status (description) and location. Additionally,
in a user’s profile additional automatic calculated fields can be
found, such as tweets, followers and followees, profile creation
date and profile image URL.

Tweet: a list of statuses are included in a user’s Twitter
account’. Each Tiweet entry contains a unique identifier, the
UID of the publisher, the text and a set of meta-data. Such
meta-data include the timestamp, several flags that denote
if the entry is geo-tagged, retweet, reply, favorite, if it has
been retweeted and how many times, the number of mentions
and hashtags contained and application that was used to get
published. Moreover, for each geo-tagged Tweet, information
about the geographical place is included, such as the country,
country code, place name, street address, place type and a
geographical boundary box. Furthermore, we enrich each geo-
tagged Tweet with its corresponding post-code area.

Ego-network: a users ego-network contains a list of followers
and followees unique UIDs. The followers list contains edges
that are ending on user’s profile, while followees list edges
that start from the user’s profile.

B. Experimental setting

Our proof-of-concept prototype has been developed in
Java. For the data storage component we use MySQL, which
is a widely used relational database management system
(RDBMS). For the integration between the data collector and
storage components we use the JDBC driver.

We deploy a Master component instance on a server with
4-core 2.5GHz processor and 24GB memory. The Master
component initiates four different instances of Local Collectors
on four different machines, running on 4-core 2GHz processor
with 4GB memory each. Additionally, we showcase an exper-
iment on a Raspberry Pi Model B low cost device 3. This
scenario evaluates the execution of parallel instances of Local
Collectors, coordinated by one Master component running on
the infrastructure of a research institution. The Data Storage
component is deployed on the same machine with the Master

TWe are able to retrieve at most the 3,200 most recent Tweets for each user,
due to Twitter API request policy.

SA single-core, low-cost device, running at 700Mhz with 512MB RAM.
https://www.raspberrypi.org/products/model-b
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Fig. 3. Crawling throughput of an average Local Collector component for 24
hours. Each Local Collector is able to retrieve the complete set of Properties
of interest for 397.2 users per minute on average.

[ Users [ Followers [ Followees | Tweets [ Places

[ 2,300,574 [ 1,220,972,850 [ 635,276,364 [ 1,612,766,674 | 1,040,240

TABLE 1. NUMBER OF USERS, FOLLOWERS, FOLLOWINGS, TWEETS
AND PLACES OF GEO-TAGGED TWEETS OF THE RESULTED DATASET.

component, in order to reduce the communication cost between
these two actors.

Use Case Scenarios

Resource Specific Data Collection: In the presented crowd
crawling case study scenario we use the online social network-
ing platform of Twitter, one of the most widely used platforms
in research. In order to generate the UID list we randomly
sampled users from the dataset used in [19] and is publicly
available. For each UID in this list, Local Collector instances
request and store the complete properties of interest.

Real-Time Stream Collection: For this evaluation scenario we
use the option of collecting the public stream of a boundary
box. In order to get better insights on the performance we
needed a scenario where the threshold of 1% of total Twitter
stream will be exit. Thus, we give a boundary box with
the complete world map, which indicates that we need to
collect the public stream of all the locations. We then execute
three different approaches in parallel: We collect the public
Twitter Stream of this area using (i). Single Twitter stream
listener using Twitter Stream API (ii). Multiple instances of
Twitter APL, listening to the same area, (iii). Real-Time Stream
Collection functionality of the proposed framework. We then
compare the results and present the insights.

C. Results

Crawling Throughput

Resource Specific Data Collection: We perform a distributed
crawling procedure, following the described Resource Spe-
cific Data Collection methodology, for 24 hours. Figure 3
summarizes the throughput rate per minute for an individual
Local Collector. Our proof-of-concept was able to obtain
more than two million users during this period, having the
four Local Collector instances collecting about 575,000 users
each, without exceeding 9% of machines’ memory usage. An
average instance is able to collect and store more than 372

#Users
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Fig. 4. Crawling throughput of one Local Collector component, running on
a Raspberry PI low cost device. Each Local Collector is able to retrieve the
complete set of Properties of Interest for 147.2 users per minute on average.
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Fig. 5. Crawling throughput of stream listener, compared with single and

multiple instances of Twitter API

users per minute. During the collection procedure an instance
collects the complete properties of interest of the requested
users, as described above. The resulted dataset, presented on
Table I, can be translated in more than 69GB of uncompressed
data per Local Collector. Figure 4 showcases the performance
of an instance running on a Raspberry Pi Model B. As we can
see, in one hour of crawling, a Local Collector instance running
on such device is able to collect the complete set of properties
of interest of 8,820 users, a number which is by 3x higher
than state-of-the-art [8]. These results show that the intelligent
management of resources and tokens radically improves the
traditional distributed methodologies.

Real-Time Stream Collection:  Figure 5 summarizes the
throughput rate per minute for the 3 different compared
approaches. As we can see, the proposed system is able to
perform a large-scale real-time monitoring campaign with up
to 3 times higher throughput than the commonly used ap-
proach. The applied procedure on the proposed system resulted
to the collection of more than 9M different Tweets, while
at the same time Twitter Stream API does not return more
than 3M. Furthermore, as we can see from the parallelized
procedure, the Single and Multiple Single instances resulted
to similar throughput, having the latter collecting 40K more
unique Tweets.



D. Discussion

The evaluation of our proposed OSN dataset collection
framework shows the feasibility of utilizing a number of OSN
API Tokens, retrieved through crowdsourcing, to collect a
complete and timely dataset, without violating the terms of use
of the services. As shown above, through smart utilization of
resource, an interested party can collect more data in minimal
time, avoiding any bias in the research outcome, created by
a long lasting data collection campaign. Additionally, through
smart use of resources our framework triples the collection
of the real time stream of OSN services. Such an increase
can be valuable to both research and commercial application
that react based on the real-time census of the active Online
Social Network users. In addition to the evaluation performed
in this section, the proposed framework was used for the data
collection campaigns of [10-12].

V. CONCLUSIONS

This paper presents a framework for efficient data col-
lection from Online Social Networks, enabled through crowd
crawling of API data retrieval tokens. The proposed framework
is based on the use of multiple OSN accounts, which are
engaged in an efficient and smart distributed collection process,
able to circumvent the imposed limitations without violating
the terms of use. In all cases, the proposed solution proceeds
to a pre-processing step where data are being anonymized,
with respect to users’ privacy and OSNs API terms-of-service.
The evaluation of our proposed solution demonstrates its
performance, in terms of dataset completeness and timeliness,
for the case study of Twitter, one of the most popular plat-
forms used in research. The presented framework enables the
collection of more than 2.3M users in one day, retrieving
also their Followers, Followees and Tweets. Furthermore, due
to the intelligent use of resources, our framework triples the
collection of the real-time stream of Twitter APL
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